# A Gaussian Quadrature Method For The Numerical Solution of the Characteristic Initial Value Problem $u_{x y}=\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{u})$ 

By J. T. Day

Gaussian quadrature methods have been used quite successfully in the numerical solution of ordinary differential equations (Cf. [1], [2]). We consider here a Gaussian quadrature method for the numerical solution of the characteristic initial value problem:

$$
\begin{align*}
u_{x y} & =f(x, y, u)  \tag{1}\\
u(x, 0) & =\sigma(x), \quad u(0, y)=\tau(y), \quad \sigma(0)=\tau(0)  \tag{1.1}\\
0 & \leqq x \leqq a, \quad 0 \leqq y \leqq b \tag{1.2}
\end{align*}
$$

Throughout this discussion we shall assume sufficient regularity conditions for $f, \sigma$, and $\tau$ so as to insure that equations (4.1), (5), (6) have meaning in any context in which they are used. We also assume that values of $u_{x}(0, y)$ and $u_{y}(x, 0)$ as well as $\sigma^{\prime}(x)$ and $\tau^{\prime}(x)$ have been calculated: techniques on how this may be done are discussed in [5].

In order to apply quadrature methods for the numerical solution of the above initial value problem, we convert the differential equation (1) into a system of integral equations.

$$
\begin{align*}
& u\left(x_{0}+h, y_{0}+h\right)=u\left(x_{0}+h, y_{0}\right)+u\left(x_{0}, y+h\right)-u\left(x_{0}, y_{0}\right) \\
&+\int_{x_{0}}^{x_{0}+h} \int_{y_{0}}^{y_{0}+h} f(x, y, u(x, y,)) d x d y \tag{2}
\end{align*}
$$

$$
\begin{align*}
& u_{x}\left(x_{0}+h, y_{0}+h\right)=u_{x}\left(x_{0}+h, y_{0}\right)+\int_{y_{0}}^{y_{0}+h} f\left(x_{0}+h, v, u\left(x_{0}+h, v\right)\right) d v  \tag{3}\\
& u_{y}\left(x_{0}+h, y_{0}+h\right)=u_{y}\left(x_{0}, y_{0}+h\right)+\int_{x_{0}}^{x_{0}+h} f\left(w, y_{0}+h, u\left(w, y_{0}+h\right)\right) d w \tag{4}
\end{align*}
$$

The numerical solution of (1) over a region $D\{0 \leqq x \leqq a, 0 \leqq y \leqq b\}$ is to be carried out in a stepwise manner over a square mesh on $D$. The object of our method is that given $u, u_{x}, u_{y}$ at $\left(x_{0}, y_{0}\right),\left(x_{0}+h, y_{0}\right),\left(x_{0}, y_{0}+h\right)$ to calculate $u, u_{x}, u_{y}$ at $\left(x_{0}+h, y_{0}+h\right)$.

For the evaluation of the double integral in (2) we shall use the cartesian product formula for the Gauss two-point rule on the interval $\left[x_{0}, x_{0}+h\right]$ (Cf. [3], [4]).

$$
\begin{align*}
& \int_{x_{0}}^{x_{0}+h} \int_{y_{0}}^{y_{0}+h} f(x, y, u(x, y)) d x d y=h^{2} / 4 \cdot \sum_{k=1}^{4} f\left(x_{k}, y_{k}, u\left(x_{k}, y_{k}\right)\right)  \tag{4.1}\\
&+h^{6} / 4320 \cdot\left\{D_{x}{ }^{4} f+D_{y}{ }^{4} f\right\}\left(x_{0}, y_{0}, u\left(x_{0}, y_{0}\right)\right)+\text { higher order terms }
\end{align*}
$$

(The symbols $D_{x}$ and $D_{y}$ mean $D_{x} f=f_{x}+f_{u} u_{x} ; D_{y} f=f_{y}+f_{u} u_{y}$.)
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The points $\left(x_{k}, y_{k}\right)$ are given by

$$
\begin{array}{ll}
x_{1}=x_{0}+p h, & y_{1}=y_{0}+p h \\
x_{2}=x_{0}+q h, & y_{2}=y_{0}+q h  \tag{4.2}\\
x_{3}=x_{0}+p h, & y_{3}=y_{0}+q h \\
x_{4}=x_{0}+q h, & y_{4}=y_{0}+p h
\end{array}
$$

where $p=(3-\sqrt{ } 3) / 6, q=1-p$. Hence, (2) becomes

$$
\left.\begin{array}{rl}
u\left(x_{0}+h, y_{0}+h\right)=u\left(x_{0}+h,\right. & \left.y_{0}\right)
\end{array}\right) u\left(x_{0}, y_{0}+h\right)-u\left(x_{0}, y_{0}\right) ~ 子 ~+h^{2} / 4 \sum_{k=1}^{4} f\left[x_{k}, y_{k}, u\left(x_{k}, y_{k}\right)\right]+0\left(h^{6}\right) . ~ \$
$$

Assuming that $u_{x}$ and $u_{y}$ have been calculated in the previous step, either from the given initial data or by a method such as indicated below, we have by means of Taylor expansions, the following estimate for $u$ at the points $\left(x_{k}, y_{k}\right)$.

$$
\begin{align*}
u\left(x_{0}+s h, y_{0}+t h\right)= & u\left(x_{0}, y_{0}\right)\left(1-s^{2}-t^{2}\right) \\
& +s^{2} u\left(x_{0}+h, y_{0}\right)+t^{2} u\left(x_{0}, y_{0}+h\right) \\
& +h s(1-s) u_{x}\left(x_{0}, y_{0}\right)+h t(1-t) u_{y}\left(x_{0}, y_{0}\right)  \tag{6}\\
& +\operatorname{sth}^{2} f\left[x_{0}, y_{0}, u\left(x_{0}, y_{0}\right)\right]+0\left(h^{3}\right)
\end{align*}
$$

Substituting the values of $u\left(x_{k}, y_{k}\right)$ calculated by (6) into (5), we obtain an approximate value for $u\left(x_{0}+h, y_{0}+h\right)$ with an error of order $h^{5}$.

A bound for the local truncation error, assuming that the results from the previous steps are exact, is given by

$$
\left|u-u^{c}\right| \leqq h^{5} L[M / 12+L(1+N) / 6]+h^{6} A / 2160+0\left(h^{7}\right)
$$

Here $u^{c}$ denotes the approximate value of $u\left(x_{0}+h, y_{0}+h\right)$.

$$
\begin{aligned}
L & =\operatorname{Sup}\left(\left|f_{x}\right|,\left|f_{y}\right|,\left|f_{u}\right|\right) \\
M & =\operatorname{Sup}\left(\left|u_{x x x}\right|,\left|u_{y y y}\right|\right) \\
A & =\operatorname{Sup}\left(\left|D_{x}{ }^{4} f(x, y, u)\right|,\left|D_{y}{ }^{4} f(x, y, u)\right|\right) \\
N & =\operatorname{Sup}\left(\left|u_{x}\right|,\left|u_{y}\right|\right)
\end{aligned}
$$

The suprema are taken over $x, y$ where $(x, y) \varepsilon R$.
By the use of techniques discussed in [8] and [9], it can be shown that the cumulative error for the method under discussion has the following bound at a point $(x, y)$ of the square mesh on $D$ :

$$
|e(x, y)| \leqq\left(I_{0}(2 \sqrt{L x y})-1\right) \cdot[M / 12+L(1+N) / 6] \cdot h^{3} .
$$

Here $I_{0}$ is the modified Bessel function of order zero (i.e., $\left.I_{0}(x)=J_{0}(i x)\right)$.
$L, M, N$ are defined as above except that the suprema are taken over points $(\xi, \eta)$ of the rectangle $0 \leqq \xi \leqq x, 0 \leqq \eta \leqq y$.

This bound takes into account only the accumulative effect of the order $h^{5}$
errors, with the additional assumption that $u_{x}$ and $u_{y}$ have been calculated correctly to order $h^{3}$ at every point of the mesh.

Since we now have an approximate value for $u$ at $\left(x_{0}+h, y_{0}+h\right)$, we can calculate $u_{x}$ and $u_{y}$ at ( $x_{0}+h, y_{0}+h$ ) by means of the trapezoidal rule or by other equally spaced numerical integration schemes applied to (3) and (4). In the case of the trapezoidal rule, we obtain an error of order $h^{3}$ for $u_{x}$ and $u_{y}$; moreover, we note that the three values of $f$ used in calculating $u_{x}$ and $u_{y}$ may be used in succeeding calculations.

We note that the number of evaluations of $f$ over each subsquare is eight, three of which may be used in succeeding calculations, if storage limitations permit. The number of evaluations used in [5] for the solution of the more general problem $u_{x y}=$ $f\left(x, y, u, u_{x}, u_{y}\right)$ to the same order of accuracy is 15.

We believe that this method would also be of value in obtaining starting values for methods such as those discussed in [6]. With this point of view, we have performed calculations for the following example.

The equation of Liouville [7]:

$$
u_{x y}=e^{2 u}
$$

with initial conditions

$$
u(x, 0)=x / 2-\log \left(1+e^{x}\right)
$$

Table 1 Errors*

| $y$ |  |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |

[^0]$$
u(0, y)=y / 2-\log \left(1+e^{y}\right)
$$

The solution of this problem is $u(x, y)=(x+y) / 2-\log \left(e^{x}+e^{y}\right)$.
Taking $h$ as 0.05 , we have written a program in Fortran for the CDC 1604 computer at the University of California, San Diego and have found the following errors for the computation of $u$ at the points $(x, y)$ given below. By error we mean here the relative error, i.e.,

$$
\text { error }=\mid(\text { true value }- \text { approximate value }) / \text { true value } \mid .
$$

As a concluding remark, we wish to point out that the techniques used here can be applied to the more general equation $u_{x y}=f\left(x, y, u, u_{x}, u_{y}\right)$. In this case, one could use the quadrature formula used above and the Moore-RungeKutta method to estimate the values of $u, u_{x}, u_{y}$ at the quadrature evaluation points.

I am especially indebted to Prof. P. C. Hammer and A. H. Stroud for many discussions on the general techniques of numerical integration in more than one variable.
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## Gauss Elimination for Singular Matrices

## By George Shapiro

1. Introduction. Several variations of a method of successive elimination, associated with the name of Gauss, are frequently used to solve systems of linear equations or to invert a matrix. Multiplication of the inverse matrix by the determinant of the original matrix (which is readily available as an intermediate result of the Gauss elimination) yields the adjoint of the original matrix.

Recently, the use of modular or residue class arithmetic systems for highspeed computers has been considered [1]. In such systems, an integer is represented

[^1]
[^0]:    * All errors in the table are to be multiplied by $10^{-8}$.
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